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We derive a growth-rate model for the Richtmyer-Meshkov mixing layer, given arbitrary
but known initial conditions. The initial growth rate is determined by the net mass flux
through the center plane of the perturbed interface immediately after shock passage.
The net mass flux is determined by the correlation between the post-shock density and
streamwise velocity. The post-shock density field is computed from the known initial
perturbations and the shock jump conditions. The streamwise velocity is computed via
Biot-Savart integration of the vorticity field. The vorticity deposited by the shock is ob-
tained from the baroclinic torque with an impulsive acceleration. Using the initial growth
rate and characteristic perturbation wavelength as scaling factors, the model collapses
growth rates over a broad range of Mach numbers, Atwood numbers and perturbation
types. The mixing layer at late times exhibits a power-law growth with an average ex-
ponent of θ = 0.23.

1. Introduction

An interface separating two fluids of different density can be hydrodynamically un-
stable when accelerated in the normal direction. The Rayleigh-Taylor instability (RTI)
(Rayleigh 1883; Taylor 1950) occurs when the acceleration is constant and directed to-
wards the heavier fluid. The Richtmyer-Meshkov instability (RMI) (Richtmyer 1960;
Meshkov 1969) corresponds to impulsive acceleration (e.g., a shock) and results in an
unstable interface, regardless of the direction of acceleration. RTI and RMI occur at
both very large scales, e.g., astrophysical settings (Aschenbach et al. 1995; Jun et al.
1996; Hillebrandt & Niemeyer 2000), and very small scales, e.g., inertial confinement fu-
sion (ICF) (Lindl et al. 2004). In ICF, microtargets containing D-T fuel are imploded with
laser-generated shock waves in facilities such as Omega and the National Ignition Facility.
The spherical targets contain surface imperfections, which grow upon shock acceleration.
This leads to mixing of the plastic shell with the nuclear fuel, which subsequently reduces
yield. RTI and RMI typically both arise in ICF experiments with the domination of one
or the other depending on the shape of the laser pulse. An understanding of the various
stages of these instabilities is an essential requirement of ICF efforts.
In the case of RMI, the shock deposits baroclinic vorticity on the interface as it traverses

the perturbations. For gases of equal adiabatic index, a shock traveling from the light
gas to the heavy gas will cause the perturbations to grow; conversely, if the shock travels
from heavy to light, the perturbations invert before growing in the opposite direction.
If the amplitude of a perturbation (η) is much smaller than its wavelength (λ) then the
stability of the interface can be analyzed by linearizing the Euler equations. The solution
to the RTI problem can be extended to RMI by assuming an impulsive acceleration. This
“impulsive model” describes the growth rate of a sharp, two-dimensional, single-mode
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perturbation as η̇ = ηoAkus, where ηo is the initial amplitude, A = (ρ2 − ρ1)/(ρ2 + ρ1)
is the Atwood number (with ρ1 and ρ2 being the densities of the light and heavy fluids,
respectively), k = 2π/λ is the wavenumber and us is the speed imparted the interface by
the shock (Richtmyer 1960). Experiments and numerical simulations have shown that the
best agreement with the impulsive model is obtained if post-shock, rather than pre-shock,
values are used for ηo and A.

For single-mode perturbations with amplitude-to-wavelength ratios greater than about
0.1, nonlinear effects must be considered. For RTI, Layzer (1955) employed the potential
flow equations to describe the location and curvature of the tip of the perturbation.
Taking this approach for RMI, Hecht et al. (1994), Mikaelian (1998) and Goncharov
(2002) found an asymptotic perturbation growth rate ∝ 1/t. Zhang & Sohn (1996),
Zhang & Sohn (1997) and Velikovich & Dimonte (1996) found a similar result using
a nonlinear perturbation series solution to the incompressible flow equations. Jacobs &
Sheeley (1996) and Rikanati et al. (1998) modeled the perturbed fluid interface as a series
of point vortices. This appears to give a 1/t asymptotic growth rate if the point vorticies
are spaced in a uniform array (Likhachev & Jacobs 2005).

For a multimodal interface, which is more relevant to applications, the evolving inter-
face quickly becomes too convoluted to treat analytically and is typically approximated
through model equations. A simple and commonly used approach for both the RMI and
RTI is to model the growth of bubbles (light fluid protruding into heavy) and spikes
(heavy fluid protruding into light) based on their buoyancy and drag (Alon et al. 1995;
Dimonte 2000). For RMI, the buoyancy term is zero and the thickness of the mixing
layer, h, is assumed to obey the power-law h = h0τ

θ, where τ is a dimensionless time. A
different conceptual model treats the mixing layer as an isotropic slab of diffusing turbu-
lence (Barenblatt 1983; Youngs 1994), where the width of the turbulent layer exhibits a
power-law with exponent θ 6 2/3 in the absence of viscous dissipation. These models are
only applicable once the layer has developed into a self-similar turbulent state. Most ex-
perimental measurements of θ have put it in the range of 0.25-0.5 (Dimonte & Schneider
1997, 2000; Prasad et al. 2000). Several experiments have produced linear growth (θ = 1)
after reshock (Vetter & Sturtevant 1995; Leinov et al. 2009) and likely need a longer ob-
servational time to determine the final value of θ, if it exists. There is also evidence that
θ depends on the Atwood number and has different values for the bubble and spikes
(Dimonte & Schneider 2000). Dependence on the initial conditions has been suggested
(Thornber et al. 2010) and this remains an open question. It has also been suggested,
based on the asymtotic growth of single-mode perturbations, that the interfacial growth
rate may be logarithmic (Brouillette 2002).

Many of the reported RMI growth rates lack a proper nondimensionalization, such
that the empirical constant of proportionality has (implied) fractional units of time.
Dimensional consistency is clearly required for any scaling law to exhibit any degree of
universality and finding the proper length and time scales is central to the problem of
predicting late-time growth rates. The primary goals of this paper are to (1) introduce
the proper length and time scales for nondimensionalizing the RMI growth rate and
(2) demonstrate that these parameters can be obtained a priori, i.e., from the initial
conditions. Our approach is to extend a previous incompressible model (Cotrell & Cook
2007) to the compressible case. We compare the new model to numerical simulations over
a broad parameter space and find it to collapse the growth curves quite well. Finally, we
fit the collapsed growth curves to an empirical scaling law and report our finding for θ
at late times.
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Figure 1. A shock of Mach number Mi (solid line) approaching a material discontinuity (dashed
line). The coordinate frame is chosen such that the interface is initially located at x = 0 and
the shock is traveling in the positive x-direction.
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Figure 2. After the incident shock in Figure 1 strikes the material interface, a shock of strength
Mt is transmitted into fluid 2 and a shock of strength Mr may be reflected back into fluid 1.

2. One-dimensional jump conditions

Consider a shock wave approaching an interface between two different ideal gases, as
illustrated in Figure 1. For an interface initially at rest in the lab frame (u1 = u2 = 0
and p1 = p2), the state behind the incident shock is:

ρ′1 = ρ1
(γ1 + 1)M2

i

(γ1 − 1)M2
i + 2

, (2.1)

p′1 = p1

(
2γ1M

2
i

γ1 + 1
− γ1 − 1

γ1 + 1

)
, (2.2)

c′1 = (γ1p
′
1/ρ

′
1)

1/2
, (2.3)

u′1 =

(
1− ρ1

ρ′1

)
c1Mi =

2c1(M
2
i − 1)

(γ1 + 1)Mi
> 0 ; (2.4)

where Mi is the Mach number of the incoming shock and c1 = (γ1p1/ρ1)
1/2

. After the
shock strikes the interface, a shock of strength Mt is transmitted into fluid 2, while a
wave of strength Mr is reflected back into fluid 1. The reflected wave may be either a
shock or a rarefaction, as illustrated in Figs. 2 and 3, respectively. After the waves leave
the interface, the pressures and velocities across the material discontinuity come back
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Figure 3. After the incident shock in Figure 1 strikes the material interface, a shock of
strength Mt is transmitted into fluid 2 and a rarefaction may be reflected back into fluid 1.

into balance; i.e., u′2 = u′′1 and p′2 = p′′1 . The Mach numbers of the incident, transmitted
and reflected waves are given by:

M2
i =

ΠiΛ1 + 1

Λ1 + 1
, Πi ≡

p′1
p1

, Λ1 ≡ γ1 + 1

γ1 − 1
; (2.5)

M2
t =

ΠtΛ2 + 1

Λ2 + 1
, Πt ≡

p′2
p2

, Λ2 ≡ γ2 + 1

γ2 − 1
; (2.6)

M2
r =

ΠrΛ1 + 1

Λ1 + 1
, Πr ≡ p′′1

p′1
=

Πt

Πi
. (2.7)

If Mr > 1 then the reflected wave is a shock (Figure 2); whereas, if Mr < 1 then the
reflected wave is a rarefaction (Figure 3). The velocity behind the transmitted shock is

u′2 =
2c2(M

2
t − 1)

(γ2 + 1)Mt
> 0 (2.8)

and the velocity behind the reflected wave is

u′′1 = u′1 + U ′′
1 > 0 , (2.9)

where

U ′′
1 = −2c′1(M

2
r − 1)

(γ1 + 1)Mr
(2.10)

is the velocity behind the reflected wave, measured in the frame moving with u′1. Matching
velocities across the interface yields

2c2(M
2
t − 1)

(γ2 + 1)Mt
=

2c1(M
2
i − 1)

(γ1 + 1)Mi
− 2c′1(M

2
r − 1)

(γ1 + 1)Mr
. (2.11)

where c2 = (γ2p2/ρ2)
1/2

. Substituting (2.5), (2.6) and (2.7) into (2.11) yields a transcen-
dental equation for Πt (Wright 1961):[

(Λ2 − 1)ρ1
(Λ1 − 1)ρ2

]1/2
Πt − 1

(ΠtΛ2 + 1)1/2
=

Πi − 1

(ΠiΛ1 + 1)1/2
−
(
ρ1
ρ′1

)1/2
Πt −Πi

(ΠtΛ1 +Πi)1/2
. (2.12)
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If Πt > Πi then the reflected wave will be a shock; whereas, if Πt < Πi then the reflected
wave will be a rarefaction. Setting Πt = Πi in (2.12) yields the case of no reflection:

ρ2
ρ1

=
(ΠiΛ1 + 1)(Λ2 − 1)

(ΠiΛ2 + 1)(Λ1 − 1)
=

Πi(γ1 + 1) + γ1 − 1

Πi(γ2 + 1) + γ2 − 1
. (2.13)

Density ratios larger/smaller than (2.13) will generate reflected shocks/expansions, de-
pending on the strength of the incident shock and the adiabatic indices of the gases.
Once (2.12) is solved for Πt, Mt and Mr can be obtained from (2.6) and (2.7), and the
densities behind the transmitted and reflected waves computed as:

ρ′2 = ρ2
(γ2 + 1)M2

t

(γ2 − 1)M2
t + 2

, (2.14)

ρ′′1 = ρ′1
(γ1 + 1)M2

r

(γ1 − 1)M2
r + 2

. (2.15)

All of the preceding equations, including (2.15), are valid regardless of whether the
reflected wave is a shock or rarefaction. The incident and transmitted shocks move with
lab-frame velocities of c1Mi and c2Mt, respectively. If Mr > 1 then the reflected shock
moves with a lab-frame velocity of u′1 − c′1Mr. If Mr < 1 then the reflected rarefaction
moves as described in Appendix A.

3. Growth rate of perturbed interface

3.1. Vorticity deposition

A shock crossing a perturbed interface deposits vorticity via baroclinic torque. The vor-
ticity equation for compressible flow is

∂ω

∂t
+∇× (ω × u) =

1

ρ2
∇ρ×∇p+∇×

(
1

ρ
∇ · τ

)
, (3.1)

where τ is the viscous stress tensor, u ≡ (u, v, w) is the velocity vector and ω ≡ ∇×u =
(ωx, ωy, ωz) is the vorticity pseudovector. For a thin interface, such that the shock transit
time is very short compared to the subsequent evolutionary timescale of the vorticity field,
we can model the vorticity deposition as instantaneous and neglect the advective and
viscous terms in (3.1); i.e., for an impulsive acceleration

∂ω

∂t
≈ 1

ρ2
∇ρ×∇p . (3.2)

The pressure gradient in (3.2) satisfies the momentum equation

∂ρu

∂t
+∇ · (ρuu) = −∇p+∇ · τ . (3.3)

As a first-order approximation to an impulsive acceleration, we may neglect the viscous
and nonlinear terms in (3.3). And by further assuming that the shock remains essentially
planar, the pressure gradient becomes:

∂p

∂x
≈ −∂ρu

∂t
, (3.4)

∂p

∂y
≈ 0 , (3.5)
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∂p

∂z
≈ 0 . (3.6)

Inserting (3.4)-(3.6) into (3.2) yields

∂ωx

∂t
≈ 0 , (3.7)

∂ωy

∂t
≈ − 1

ρ2
∂ρ

∂z

∂ρu

∂t
, (3.8)

∂ωz

∂t
≈ 1

ρ2
∂ρ

∂y

∂ρu

∂t
. (3.9)

The impulsive approximation allows us to separate the spatial and temporal depen-
dence of ρ and u as follows:

ρ ≈ ρ− + (ρ+ − ρ−)H(t) , (3.10)

u ≈ usH(t) ; (3.11)

where ρ− = ρ(x, y, z, 0−) is the density field just prior to the shock-interface interaction,
ρ+ = ρ(x, y, z, 0+) is the density just after shock passage, us = u′′1 = u′2 > 0 is the
post-shock streamwise velocity of the interface and H(t) denotes the right-continuous
Heaviside function with H(0) = 1, such that H2 = H. Thus, according to our impulsive
model, we have:

ρ2 = ρ−ρ− + (ρ+ρ+ − ρ−ρ−)H(t) , (3.12)

∂ρ

∂z
=
∂ρ−

∂z
+

(
∂ρ+

∂z
− ∂ρ−

∂z

)
H(t) , (3.13)

∂ρ

∂y
=
∂ρ−

∂y
+

(
∂ρ+

∂y
− ∂ρ−

∂y

)
H(t) , (3.14)

∂ρu

∂t
= ρ+usδ(t) . (3.15)

Integrating (3.7), (3.8) and (3.9) over the impulse yields:

ω+
x ≡

∫ 0+

0−

∂ωx

∂t
dt ≈ 0 , (3.16)

ω+
y ≡

∫ 0+

0−

∂ωy

∂t
dt ≈ − us

ρ+
∂ρ+

∂z
, (3.17)

ω+
z ≡

∫ 0+

0−

∂ωz

∂t
dt ≈ us

ρ+
∂ρ+

∂y
. (3.18)

3.2. Post-shock density and velocity

The initial density field, with a discontinuous interface between the two fluids, can be
represented as

ρ−(x, y, z) = ρ1 + (ρ2 − ρ1)H(x− η(y, z)) , (3.19)

where η(y, z) describes the known interfacial perturbations and H is the Heaviside func-
tion with H(0) = 1/2. (The choice of H(0) = 1/2 here leads to simplified expressions
involving the Atwood number.) The post-shock density field is given by

ρ+(x, y, z) = ρ′′1 + (ρ′2 − ρ′′1)H(x− η+(y, z)) , (3.20)
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where η+(y, z) represents the shocked perturbations, which have been compressed and
slightly shifted with respect to η. We can write η+ in terms of η by considering the
distance each point on the interface moves during the time it takes for the shock to cross
the perturbations. If the interface were flat (η = 0) then the incident shock would reach
every point on η at the same time, in which case η+ would coincide with η, since no
point on the surface would have any time to move relative to any other point. For η ̸= 0
however, the incident shock takes a finite amount of time to cross from the valleys (η < 0)
to the peaks (η > 0) of the perturbations. During this time, points on the shocked valleys
move relative to points on the unshocked peaks. The time it takes for the regions of the
shock traveling in gas 1 to pass from x = η < 0 to x = 0 is tη = −η/(Mic1). (Conversely
and equivalently, it takes a time of tη = η/(Mic1) for the regions of the shock traveling in
gas 1 to pass from x = 0 to x = η > 0). During this time, shocked points on the interface
travel a distance ustη with respect to unshocked points. We will refer to this as the
“compression distance”, since it accounts for the reduction in perturbation amplitude,
independent of the direction of shock propagation. In addition to the compression effect,
which does not move the points at x = 0, the shock shifts the entire interface a small
amount in the streamwise direction. The time associated with this shift can be thought
of as the time it takes the shock to clear the perturbations on the opposite side of the
interface. We will refer to the shifting distance simply as x+ and will show later on that
it need not be determined in order to compute the growth of the perturbations. Taking
into account both compression and shifting effects, the total distance traveled by each
point on the perturbed interface during shock passage is η+ − η = ustη + x+; hence,

η+ =

(
1− us

Mic1

)
η + x+ . (3.21)

Inserting (3.20) into (3.17) and (3.18) yields:

ω+
y ≈

us (ρ
′
2 − ρ′′1)

∂η+

∂z δ(x− η+)

ρ′′1 + (ρ′2 − ρ′′1)H(x− η+)
, (3.22)

ω+
z ≈ −

us (ρ
′
2 − ρ′′1)

∂η+

∂y δ(x− η+)

ρ′′1 + (ρ′2 − ρ′′1)H(x− η+)
. (3.23)

Once the post-shock vorticity field is obtained, the fluctuating velocity field can be calcu-
lated from the Biot-Savart law. If the post-shock velocity fluctuations are small compared
to the local speed of sound then the mixing layer evolves in a nearly incompressible
fashion and the velocity can be considered divergence free. The Biot-Savart law for a
non-divergent flow is

u+(x) =
1

4π

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

ω+(x∗)× (x− x∗)

||x− x∗||3
dx∗ dy∗ dz∗ , (3.24)

where u+ ≡ (u+, v+, w+) is the post-shock velocity vector in the frame moving with us
(and shifted by −x+ with respect to the interface). Inserting (3.16), (3.22) and (3.23)
into (3.24) gives:

u+ ≈ usA
+

2π

∫ ∞

−∞

∫ ∞

−∞

∂η+(y∗,z∗)
∂y∗ (y − y∗) + ∂η+(y∗,z∗)

∂z∗ (z − z∗)

[(x− η+(y∗, z∗))2 + (y − y∗)2 + (z − z∗)2]
3/2

dy∗ dz∗ , (3.25)

v+ ≈ −usA
+

2π

∫ ∞

−∞

∫ ∞

−∞

∂η+(y∗,z∗)
∂y∗ (x− η+(y∗, z∗))

[(x− η+(y∗, z∗))2 + (y − y∗)2 + (z − z∗)2]
3/2

dy∗ dz∗ , (3.26)
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w+ ≈ −usA
+

2π

∫ ∞

−∞

∫ ∞

−∞

∂η+(y∗,z∗)
∂z∗ (x− η+(y∗, z∗))

[(x− η+(y∗, z∗))2 + (y − y∗)2 + (z − z∗)2]
3/2

dy∗ dz∗ , (3.27)

where

A+ ≡ ρ′2 − ρ′′1
ρ′2 + ρ′′1

(3.28)

is the post-shock Atwood number.

3.3. Interfacial mass flux

Now let ξ(x, t) denote the mole fraction of gas 2. We quantify the mixed fluid as the
mole fraction of chemical product that would be formed from an infinite-rate equimolar
reaction between the gases; i.e.,

ψ(ξ) ≡
{

2ξ if ξ 6 1/2
2(1− ξ) if ξ > 1/2

. (3.29)

The width of the mixing region is defined as the thickness of mixed fluid that would
result if the entrained gases were perfectly homogenized in y and z, i.e.,

h(t) ≡
∫ ∞

−∞
ψ(⟨ξ⟩) dx , (3.30)

where the angle brackets denote a spanwise planar average; i.e.,

⟨ξ⟩ (x, t) ≡ 1

LyLz

∫ Lz

0

∫ Ly

0

ξ(x, y, z, t) dy dz , (3.31)

where Ly and Lz are the spanwise dimensions (height and depth) of the flow domain. If
x = xs is the streamwise location where ⟨ξ⟩ = 1/2 then for x 6 xs, ⟨ξ⟩ 6 1/2; and for
x > xs, ⟨ξ⟩ > 1/2. Differentiating (3.30) with respect to time yields

dh

dt
= 2

{∫ xs

−∞

∂ ⟨ξ⟩
∂t

dx+ ⟨ξ⟩ (xs, t)
dxs
dt

−
∫ ∞

xs

∂ ⟨ξ⟩
∂t

dx− dxs
dt

+ ⟨ξ⟩ (xs, t)
dxs
dt

}
= 2

{∫ xs

−∞

∂ ⟨ξ⟩
∂t

dx−
∫ ∞

xs

∂ ⟨ξ⟩
∂t

dx

}
, (3.32)

where dxs/dt = us = ⟨u⟩ and ⟨ξ⟩ (xs, t) = 1/2.
Our assumption that ∇ ·u ≈ 0 behind the shock implies that mole fractions are nearly

equal to volume fractions. We can therefore approximate ξ as

ξ ≈ ρ− ρ′′1
ρ′2 − ρ′′1

, (3.33)

and the average mole fraction as

⟨ξ⟩ ≈ ⟨ρ⟩ − ρ′′1
ρ′2 − ρ′′1

. (3.34)

Assuming homogeneity in y and z, the mean continuity equation is

∂ ⟨ρ⟩
∂t

= −∂ ⟨ρu⟩
∂x

= −us
∂ ⟨ρ⟩
∂x

− ∂ ⟨ρu∗⟩
∂x

, (3.35)

where u∗ ≡ u − us is the streamwise velocity component in the frame moving with the
interface. The time derivatives on the right-hand side of (3.32) can thus be written

∂ ⟨ξ⟩
∂t

=
1

ρ′2 − ρ′′1

[
−us

∂ ⟨ρ⟩
∂x

− ∂ ⟨ρu∗⟩
∂x

]
. (3.36)
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Inserting (3.36) into (3.32) and using the relations:

⟨ρ⟩ (xs, t) = (ρ′′1 + ρ′2)/2 , (3.37)

⟨ρ⟩ (−∞, t) = ρ′′1 , (3.38)

⟨ρ⟩ (∞, t) = ρ′2 , (3.39)

⟨ρu∗⟩ (−∞, t) = ⟨ρu∗⟩ (∞, t) = 0 , (3.40)

yields the rate of growth of the mixing region in terms of the net mass flux through the
equimolar (xs) plane; i.e.,

dh

dt
=

4 ⟨ρu∗⟩ (xs, t)
ρ′′1 − ρ′2

. (3.41)

The rate of growth of the mixing region is therefore determined, at all times, solely by the
density and fluctuating streamwise velocity on the xs plane. The initial rate of growth
can be estimated a priori as

ḣ+ ≈
4 ⟨ρ+u+⟩|x+

ρ′′1 − ρ′2
, (3.42)

where ρ+ is obtained from (3.20), u+ is obtained from (3.25) and x+ satisfies⟨
ρ+
⟩
(x+) = (ρ′′1 + ρ′2) /2 . (3.43)

Note that when (3.25) is evaluated at x+ to compute (3.42), the x+ in (3.42) cancels the
x+ in (3.21), thus eliminating any dependence of ḣ+ on the shifting distance.

4. Results

4.1. Numerical simulations

The accuracy of (3.42) as well as its efficacy in scaling RMI growth rates are evalu-
ated by comparing the model to the results of statistically converged large-eddy simu-
lations. We solve the compressible Navier-Stokes equations for two fluids using a tenth-
order compact differencing scheme combined with a fourth-order Runge-Kutta integrator
(Cook 2007, 2009). Energy transfer to subgrid-scales is accomplished through hypervis-
cosity/hyperdiffusivity models.
Except where otherwise noted, the initial interfacial perturbations, η(y, z), are assigned

a Gaussian spectrum

Eη(k) ∝ exp

(
− (k − kp)

2

k2b

)
, (4.1)

where k ≡
√
k2y + k2z is the magnitude of a wavevector in Fourier space, kp is the peak

wavenumber, kb is the bandwidth, and Eη(k) is the two-dimensional energy spectrum of
η(y, z). The spectrum is computed by taking the two-dimensional (y, z) Fourier transform
of η(y, z), multiplying by its complex conjugate (η̂∗), and integrating over circular shells
in wavenumber space; i.e.,

E(k) ≡
∮
η̂∗(ky, kz)η̂(ky, kz) dσ , (4.2)

where dσ is a differential arc-segment in wavenumber space of radius k and

η̂(ky, kz) ≡
∫ ∞

−∞
η(y, z)e−i(kyy+kzz) dy dz . (4.3)
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The net perturbation energy (variance) is given by

η2RMS =
⟨
η2
⟩
=

∫ ∞

0

Eη(k) dk . (4.4)

The characteristic wavelength of the perturbations is computed as a weighted integral of
the spectrum; i.e.,

λ0 ≡ 2π

∫∞
0
E(k)/k dk∫∞

0
E(k) dk

. (4.5)

The interface is defined by the following error function for the heavy-gas mole fraction

ξ(x, y, z) =
1

2

(
1 + Erf

(
ζ(x, y, z)

σ

))
, (4.6)

where

ζ(x, y, z) = sign(x− η(ȳ, z̄))minȳ,z̄

(√
(x− η(ȳ, z̄))2 + (y − ȳ)2 + (z − z̄)2

)
(4.7)

is the minimum signed distance to the interface. In the present simulations, σ is set to
2∆, where ∆ is the grid spacing. This ensures numerical stability with a reasonably sharp
interface.
The peak and bandwidth of the initial perturbation spectrum must be chosen to ensure

that: (a) the initial perturbations are well resolved (their wavelengths are large compared
to σ) and (b) the modes have room to grow without influence from the side boundaries.
After running a variety of simulations, we determined that setting λp = 2π/kp = 32∆
and kb = kp/2 meets both of these goals. Additionally, we applied a high-pass filter
of λ > Ly/4 = 64∆ to ensure that “ambient” low modes don’t unduly influence the
late-time self-similar development of the spectrum.
The domain is discretized onto a grid with 512 grid points in the streamwise (x) di-

rection and 256 grid points in each of the spanwise (y and z) directions, with a grid
spacing of ∆ = 0.025 cm. At this resolution, the interface approximates a discontinu-
ity and the domain contains enough scale separation to allow the spectrum to begin
developing an inertial range. To ensure that the growth rates are fully converged, we
performed a resolution study in which two lower-resolution simulations were initialized
with the same gas properties and perturbations. These other two cases used grid spacings
of ∆ = 0.05 and 0.1 cm, and contained 128 and 64 points in the spanwise directions, re-
spectively. The profile thickness was kept at σ = 2∆, so the physical thickness increased
with decreasing resolution. The full-resolution 256×256-point perturbation field, η(y, z),
was subsampled for the lower-resolution simulations. Figure 4(a) shows the growth rate
of the mixing layer normalized by (3.42). At lower resolutions, the initial equimolar plane
contains larger percentages of mixed fluid (due to the larger value of σ), which reduces
the initial growth rate. At a resolution of Ny = 256, the peak growth rate is within 3%

of ḣ+, signifying that the initial conditions are sufficiently well resolved to approximate
a discontinuous interface. Beyond tḣ+/λ0 > 2 there is little noticeable difference in the
growth rates between the simulations at Ny = 128 and Ny = 256. The energy spectrum

of the streamwise component of velocity, u, is shown in Figure 4(b) at tḣ+/λ0 = 30. At
the highest resolution, an inertial range of k−5/3 appears to form at large wavenumbers.
The speed of the reference frame of the domain is set to u = −us, so that the post-

shock interface is nearly stationary. The incident shock wave and the interface are set to
coincide at the center of the domain. The unshocked conditions are set to atmospheric
pressure and a temperature of 293 K. The spanwise boundaries in the y- and z-directions
are periodic, while the boundaries in the streamwise (x) direction are non-reflecting
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Figure 4. (a) Scaled mixing-layer growth rate and (b) streamwise energy spectra at tḣ+/λ0 = 30
from simulations using three different resolutions: · · · · · ·, Nx/2 = Ny = Nz = 64, ∆ = 0.1 cm;
- - - - -, Nx/2 = Ny = Nz = 128, ∆ = 0.05 cm.; ——, Nx/2 = Ny = Nz = 256, ∆ = 0.025 cm.

The Mach and Atwood numbers are Mi = 1.5 and A = 0.53. A fiducial corresponding to k−5/3

is drawn in (b) for reference.

case # gas 1 gas 2 A Mi ηRMS/λ0 η+
RMS/λ0

1 Ar Kr 0.35 1.5 0.1 0.067
2-4 Ar Xe 0.53 1.5 0.1 0.059
5 Ne Xe 0.73 1.5 0.1 0.076
6 Ar Xe 0.53 1.1 0.1 0.091
7 Ar Xe 0.53 1.9 0.1 0.060
8 Ar Xe 0.53 1.5 0.05 0.034
9 Ar Xe 0.53 1.5 0.2 0.134
10 Ar Xe 0.53 1.5 0.4 0.280
11 Kr Ar -0.35 1.5 0.1 0.051
12 Xe Ar -0.53 1.5 0.1 0.046
13 Xe Ne -0.73 1.5 0.1 0.040
14 Xe Ar -0.53 1.1 0.1 0.083
15 Xe Ar -0.53 1.9 0.1 0.030
16 Xe Ar -0.53 1.5 0.05 0.023
17 Xe Ar -0.53 1.5 0.2 0.092

Table 1. Simulation parameters. Each case uses Nx = 512, Ny = Nz = 256, ∆ = 0.025 cm,
λp/∆ = 32.

(Poinsot & Lele 1992). To further eliminate spurious reflections, the transmitted and
reflected shock waves are directly removed once they near the x-boundaries.
The gas pairs, Mach numbers, and ratios of rms-amplitude to dominant wavelength

used in this work are reported in Table 1. Also reported is the ratio of compressed
amplitude to dominant wavelength, based on (3.21). The initial perturbations in all
cases, except 3 and 4, fit a Gaussian spectrum. Cases 3 and 4 will be discussed at the
end of Sec. (4.3.1).

4.2. Modeled mass flux compared to simulations

The efficacy of (3.42) for scaling RMI growth rates depends on the accuracy of (3.20)
and (3.25) for predicting the post-shock mass flux through the equimolar plane. Figure 5
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Figure 5. Mass flux through the equimolar plane from the (a) case-6 simulation (ρu∗) and (b)
model (ρ+u+). Units are g/(cm2·s).
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Figure 6. Scatter plots of mass flux through the equimolar plane between the model and
simulation for an A = 0.53 and ηRMS/λ0 = 0.1 case with Mach number (a) M=1.1 and (b)
Mi = 1.5. Perfect correlation between the model and simulation is shown as a red dashed line.
The mean value of mass flux is shown as a blue cross. Units are g/(cm2·s).

shows ρu∗ on the equimolar plane, shortly after shock passage in the case-6 simulation,
compared to ρ+u+ from the model. The simulation data are extracted immediately after
the shock wave has passed completely through the x = xs = x+ plane. The two images
show strong agreement between the model and the simulation, with small differences at
high mass-flux values. These minor differences are due to the planar approximation for
the shock, the impulsive assumption (zero transit time) and the finite (diffusive) thickness
of the initial interface. Fortunately, the model errors tend to cancel out when the average
is taken in the spanwise directions.
The cross correlation between ρu∗ and ρ+u+ is shown in Figure 6 for two different

Mach numbers. The local values of the mass flux are in reasonable agreement between
the model and the simulations. More importantly however, the average values (which is
all that matters in terms of the modeling) of the model are close to the average values
of the simulations (as indicated by the proximity of the blue crosses to the red dashed



Mixing at shocked interfaces with known perturbations 13

(a)

(b)

Figure 7. Mixed fluid (0.05 < ξ < 0.95) at (from left to right) tḣ+/λ0 = 0, 1, 2, 5, and 30.
Initial Mach and Atwood numbers are (a) Mi = 1.5 and A = 0.35 and (b) Mi = 1.1 and
A = 0.53.

lines). For the M=1.1 case, the model mean is larger than the simulation by 20%. For
the Mi = 1.5 case, the mean mass flux from the model is 9% larger than that of the
simulation.

4.3. Scaling the growth rate

With ḣ+ and λ0 computable from the initial conditions, we wish to assess the universality
of the functional form

ḣ

ḣ+
≈ f

(
tḣ+

λ0

)
(4.8)

for modeling RMI growth rates. To illustrate the value of ḣ+ and λ0 as scaling parame-
ters, images of the mixing layer from two different simulations are compared at the same
dimensionless times in Figure 7. Despite the difference in Mach numbers and Atwood
numbers, the mixing layer is visually similar at the same nondimensional times. At the
first three times indicated (tḣ+/λ0 = 0, 1, and 2), the perturbations grow essentially
independently, without significant interaction between neighboring perturbations or sec-
ondary instability growth. By tḣ+/λ0 = 5, smaller scale features are developing within
the mixing region. By the latest time (tḣ+/λ0 = 30), the layer appears to be weakly
turbulent, with an increased amount of mixed fluid in its interior.

4.3.1. Light-to-heavy cases

We performed a series of simulations in which the shock travels from the light gas to
the heavy gas, generating a reflected shock at the interface. Figure 8 shows growth rates
of the mixing region from simulations using three different Atwood numbers: A = 0.35,
A = 0.53, and A = 0.73. The dimensional growth rates are shown on a log-log scale in
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Figure 8. Unscaled and scaled mixing-layer growth rate with three different Atwood numbers:
——, A = 0.35; - - - - -, A = 0.53; · · · · · ·, A = 0.73. The Mach number is Mi = 1.5 and the ratio
of perturbation amplitude to dominant wavelength is ηRMS/λ0 = 0.1.
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Figure 9. Unscaled and scaled mixing-layer growth rate with three different Mach numbers:
——, Mi = 1.1; - - - - -, Mi = 1.5; · · · · · ·, Mi = 1.9. The Atwood number is A = 0.53 and the
ratio of perturbation amplitude to dominant wavelength is ηRMS/λ0 = 0.1.

Figure 8(a), while the scaled growth rates are shown in Figure 8(b). The peak dimensional
growth rates differ by a factor of 2.3, but each peak falls within 1-3% of ḣ+. The scaled
curves collapse after peak growth, with 14% variation at tḣ+/λ0 = 10. The early rise
in the growth rate corresponds to the transient signature of the shock traversing the
interface. The growth rates are not expected to collapse at very early time because the
model applies only after the transmitted and reflected waves have left the interface.
Figure 9 shows growth rates from three cases with shock Mach numbers of Mi = 1.1,

Mi = 1.5, and Mi = 1.9. The unscaled peak growth rates for the largest and smallest
Mach numbers differ by a factor of 6.1. The growth-rate peak for the two larger Mach
numbers are both within 5% of ḣ+, while the Mi = 1.1 case peaks at ḣ/ḣ+ = 0.86. At
tḣ+/λ0 = 10 the three dimensionless growth rates are within 7% of each other.
Figure 10 shows the unscaled and scaled growth rates from four cases using different ra-

tios of rms-amplitude to wavelength; i.e.: ηRMS/λ0 = 0.05, 0.1, 0.2, and 0.4. The unscaled
peak growth rates differ by a factor of 3.7. The growth-rate peaks for the two smaller
amplitude-to-wavelength ratios are both within 3% of ḣ+, while the ηRMS/λ0 = 0.2 case
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Figure 10. Unscaled and scaled mixing-layer growth rate with four different ratios of pertur-
bation amplitude to dominant wavelength: ——, ηRMS/λ0 = 0.05; - - - - -, ηRMS/λ0 = 0.1; · · · · · ·,
ηRMS/λ0 = 0.2; · - · - · -, ηRMS/λ0 = 0.4. The Atwood numbers is A = 0.53 and the Mach number
is Mi = 1.5.

peaks at ḣ/ḣ+ = 0.93 and the ηRMS/λ0 = 0.4 case peaks at ḣ/ḣ+ = 0.88. As the amplitude
increases with respect to the wavelength, the shock becomes increasingly distorted dur-
ing its traversal of the perturbations, sending refracted waves in the spanwise directions.
Additionally, the shock takes a greater amount of time to pass through the perturbed
interface. The model, as currently constituted, does not account for these nonideal ef-
fects; hence, it’s not surprising that it doesn’t perform quite as well for large-amplitude
perturbations. For initially non-linear perturbations (η+RMS/λ0 > 0.1), the model slightly
over-predicts the initial growth rate and the curves do not collapse quite as well at early
times. However, beyond tḣ+/λ0 > 3, the growth rates from all four cases collapse, with
8% variation at tḣ+/λ0 = 10.
To examine the model’s robustness for different perturbation spectra, three simulations

were performed with different initial spectra but with the same flow parameters: Mi =
1.5, A = 0.53, and ηRMS/λ0 = 0.1. The initial spectra are shown in Figure 11(a), one
of which is the Gaussian spectrum used in the other simulations. The other two spectra
are a k−2 power-law, which approximates the roughness of an ICF target (Barnes et al.
2002), and a bimodal spectrum with peaks at λ = 24∆ and λ = 48∆, which serves to
test the efficacy of (4.5) for λ0 as a scaling parameter. For broadband perturbations, the
k−2 spectrum has been shown to produce grow with an exponent of θ = 2/3, due to
linear-regime growth of unsaturated modes, but a spectral width of several decades is
necessary to observe this (Thornber et al. 2010). For the cases herein, the spectra are all
relatively narrow band, since their widths span less than a decade. The unscaled growth
rates resulting from the three different initial spectra are shown in Figure 11(b), where
they are seen to differ by only 10%. The scaled growth rates are displayed in 11(c),
where all three peak growth rates fall within 3% of ḣ+. The growth-rates at later times
differ between the three cases, with 40% variation in the dimensionless growth rate at
tḣ+/λ0 = 10. This behavior is investigated further in Sec. (4.4).

4.3.2. Heavy-to-light cases

In addition to the light-to-heavy cases, we ran a series of simulations in which the
shock passed from the heavy gas to the light gas, generating a reflected rarefaction
at the interface. These cases differ in that the vorticity deposition induces an initially
negative growth rate; i.e., the perturbations decrease in amplitude, invert phase, and then
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Figure 11. Unscaled and scaled mixing-layer growth rate with three different perturbation
spectra: ——, Gaussian; - - - - -, k−2 power-law; · · · · · ·, bimodal. The perturbation energy spectra
are shown in (a) and the growth rates are shown in (b) and (c). The Atwood numbers is A = 0.53,
the Mach number is Mi = 1.5, and the ratio of perturbation amplitude to dominant wavelength
is ηRMS/λ0 = 0.1.

grow in the opposite direction. For these cases it is necessary to account for the phase-
inversion time; i.e., to begin comparison at the time when the mixing-layer thickness
reaches its minimum and the growth rate turns positive. The thickness at early time is
approximately

h(t) = ḣ+t+ h+0 , (4.9)

where ḣ+ is negative for heavy-to-light cases and h+0 is the thickness due to shock com-
pression. In practice, h+0 is computed from (3.21) and (3.30). The thickness reaches its
minimum at an “inversion time” of ti = −h+0 /ḣ+. In the scaled heavy-to-light plots to
follow, we account for this inversion time by shifting the time axis. Since the time scale
is based on ḣ+, the functional form of the scaled growth rate becomes

ḣ

|ḣ+|
≈ f

(
(t− ti)|ḣ+|

λ0

)
= f

(
t|ḣ+|
λ0

− h+0
λ0

)
. (4.10)

The dimensionless inversion time is proportional to the post-shock amplitude-to-wavelength
ratio.
In Figure 12, the unscaled and scaled growth rates are shown from three cases where

the Atwood number is varied, keeping the other parameters fixed. The peak growth rates
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Figure 12. (a) Unscaled and (b) scaled mixing-layer growth rate with three different Atwood
numbers: ——, A = −0.35; - - - - -, A = −0.53; · · · · · ·, A = −0.73. The Mach number is Mi = 1.5
and the ratio of perturbation amplitude to dominant wavelength is ηRMS/λ0 = 0.1.
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Figure 13. Unscaled and scaled mixing-layer growth rate with three different Mach numbers:
——, Mi = 1.1; - - - - -, Mi = 1.5; · · · · · ·, Mi = 1.9. The Atwood number is A = −0.53 and the
ratio of perturbation amplitude to dominant wavelength is ηRMS/λ0 = 0.1.

all fall within 7% of |ḣ+| and the curves collapse well at late time, with 13% variation at
a dimensionless time of 10. By accounting for the inversion time, the peaks are brought
together in dimensionless time.
Figure 13 shows the growth rates from three cases using Mach numbers Mi = 1.1,

Mi = 1.5 and Mi = 1.9. The scaled growth rates exhibit much better collapse than the
unscaled growth rates and the peaks are brought nearly in line. However, the higher
Mach-number cases still reach higher dimensionless growth rates, which may be partly
due to the difference in phase inversion time between the three cases. As the Mach number
increases, the dimensionless inversion time, h+0 /λ0, decreases due to shock compression.
The three scaled growth-rate curves collapse after a dimensionless time of 1, with only
5% variation at a dimensionless time of 10.
Figure 14 shows the growth rates from three cases using ratios of pre-shock amplitude

to wavelength of ηRMS/λ0 = 0.05, ηRMS/λ0 = 0.1, and ηRMS/λ0 = 0.2. Once again, the
model is reasonably effective at collapsing the curves. In the scaled plot, the case with
the smallest amplitude-to-wavelength ratio reaches the largest peak growth rate. As in
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Figure 14. Unscaled and scaled mixing-layer growth rate with three different ratios of pertur-
bation amplitude to dominant wavelength: ——, ηRMS/λ0 = 0.05; - - - - -, ηRMS/λ0 = 0.1; · · · · · ·,
ηRMS/λ0 = 0.2. The Atwood numbers is A = −0.53 and the Mach number is Mi = 1.5.

the previous case, this appears to be related to the difference in phase inversion time.
After a dimensionless time of 0.5, the scaled growth rates collapse very well, with 6%
variation at a dimensionless time of 10.

4.4. Curve fit to late time growth

The successful collapse of growth rates based on parameters computed a priori suggests
that a general curve fit can be obtained for the data in Figs. 8-14. We have investigated
the following three functional forms:

h− hτ=0

λ0
= aτθ,

ḣ

|ḣ+|
= aθτθ−1, (4.11)

h− hτ=0

λ0
=

(bτ + 1)
θ

bθ
,

ḣ

|ḣ+|
= (bτ + 1)

θ−1
, (4.12)

and

h− hτ=0

λ0
= cln(dτ + 1),

ḣ

|ḣ+|
=

cd

dτ + 1
, (4.13)

where the dimensionless time is

τ =


tḣ+

λ0
A > 0

t|ḣ+|
λ0

+
h+0
λ0

A < 0

. (4.14)

In these equations, hτ=0 is the interface thickness at τ = 0, which is h+0 for the light-
to-heavy (A > 0) cases and zero for the heavy-to-light (A < 0) cases. The first two of
these equations represents the power-law behavior that results from the buoyancy-drag
model and the model of a diffusing/dissipating slab of turbulence. The growth-rate plots
of Figs. 8-14 show that the early time behaves differently from the apparent power-law
growth rate at later times. Therefore it is not likely that a single model will describe both
the early and late-time growth-rate behaviors. For this reason (4.11) and (4.12) contain
two fit parameters and each equation only satisfies one of the two boundary conditions
of h(τ = 0) = hτ=0 or ḣ(τ = 0) = |ḣ+|. One of these parameters, θ, adjusts the slope
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Figure 15. Growth rate parameters (a) θ and (b) a, computed using (4.15) from all of the cases
in Table 1. Perturbation energy spectra are shown as: —— (gray), Gaussian (A > 0); · - · - · -
(gray), Gaussian (A < 0); - - - - -, k−2 power-law; · · · · · ·, bimodal.

of the layer-thickness or growth-rate curve, while the other, a or b, shifts the magnitude
to match the observed simulation data. The third equation, (4.13), is used to test if
the mixing-layer behavior is similar to that of a single-mode perturbation, which grows
logarithmically at late times.

From (4.11), the dimensionless parameters θ and a can be computed in terms of mixing-
layer thickness, growth rate, and dominant wavelength,

θ =
ḣ

|ḣ+|
λ0

h− hτ=0
τ, a =

h− hτ=0

λ0
τ
− ḣ

|ḣ+|
λ0

h− hτ=0
τ
. (4.15)

These parameters are plotted in Figure 15 for all of the simulation data. The exponent
θ is decreasing in time, but appears to asymptote to a final value between 0.20 and 0.25
for all of the simulation cases with a Gaussian perturbation spectrum. There does not
appear to be any systematic difference in the value of θ between the A > 0 and the
A < 0 cases. The power-law and bimodal perturbations have the largest values of θ, with
an average of 0.28 and 0.25, respectively, beyond τ > 20. The coefficient a varies over
a wider range, with a final value between 0.6 and 1.0. The larger values of a generally
correspond to A < 0 cases. An average of all of the data beyond τ > 20 gives θ = 0.232
and a = 0.815. The parameters from (4.12) were determined using a least squares method
to the mixing-layer thickness data beyond τ > 20 and give θ = 0.233 and b = 8.97.

Figure 16 shows the growth rate and the mixing-layer thickness from all of the simu-
lation data along with (4.11) as a red dashed line, (4.12) as a green dot-dashed line, and
(4.13) as a blue dotted line. The power-laws use the mean values discussed in the last
paragraph. The logarithmic equation was fit using a least squares method to the data
beyond τ > 20, which finds c = 0.404, and d = 2.95. In the growth-rate plot, Figure
16(a), the two power-law equations appear to only fit the late-time data. This is what
one would expect given Figure 15(a), where the apparent value of θ is larger at earlier
times. The power-law growth does appear to match the mixing-layer thickness, shown in
Figure 16(b), beyond τ > 6. The logarithmic equation matches the late-time behavior
to a similar degree as the power-law, but also exhibits the same trend as the simulation
data at earlier times and appears to fit well above τ > 0.2.
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Figure 16. Mixing layer (a) growth rate and (b) thickness from all of the cases in Table 1
with curve fits: - - - - - (red), (4.11); · - · - · - (green), (4.12); · · · · · · (blue), (4.13).

5. Conclusions

We have derived a model for the initial growth rate of an RMI mixing layer for both
light-to-heavy and heavy-to-light cases. The model takes the interfacial perturbations
and incident shock Mach number as sole inputs. The model is based on the assumptions
that the shock remains planar as it passes through the interface and that the interface
is accelerated impulsively. By relating the growth rate of the mixing region to the net
mass flux through the equimolar plane, issues of asymmetry, outliers, thresholds etc. are
avoided. The model can be applied to any fluid interface, as long as the perturbations
are known.

We tested the model against the results of statistically converged three-dimensional
large-eddy simulations. The model produces excellent agreement with the simulations
for the net mass flux through the equimolar plane immediately after shock passage.
This in turn, provides a good estimate of the initial growth rate, which we used, in
conjunction with the dominant perturbation wavelength, to scale the growth rates. We
found the model to collapses RMI growth rates over the tested range of Atwood numbers
(−0.73 6 A 6 −0.35 and 0.35 6 A 6 0.73), Mach numbers (1.1 6 Mi 6 1.9) and
amplitude-to-wavelength ratios (0.05 6 ηRMS/λ0 6 0.4). For heavy-to-light cases, it is
necessary to account for the inversion time of the perturbations. Growth rates arising
from different perturbation spectra (Gaussian, power-law, bimodal) collapse resonably
well, although our tests were limited to narrow-band perturbations.

Finally, we examined three curve-fits to the scaled growth rates. The two power-laws
fit the mixing-layer thickness beyond a dimensionless time of τ > 6 with an exponent of
θ = 0.23. The logarithmic equation appears to provide a better overall fit, exhibiting the
same trend as the mixing-layer data beyond τ > 0.2.
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Appendix A. Similarity solution for rarefaction

For the Mr < 1 case, the reflected rarefaction is an isentropic similarity flow with
solution (Landau & Lifshitz 1987):

uR − u′1 =
x′1
t

+ cR =
2

γ1 − 1
(c′1 − cR) =

2

γ1 + 1

(
x′1
t

+ c′1

)
> 0 ; (A 1)

where x′1 is the spatial coordinate measured in the frame moving with u′1, t is the time
since the incident shock hit the interface and uR and cR are the lab-frame velocity and
sound speed, respectively, inside the rarefaction. In the x′1 frame, the leading edge of the
rarefaction moves to the left with velocity −c′1, the trailing terminus moves either left
or right with velocity u′′1 − u′1 − c′′1 and the material interface moves to the right with
velocity u′′1 − u′1. The spatial coordinate measured in the lab frame is

x = x′1 + u′1t , (A 2)

where x = x′1 = 0 corresponds to the location of the interface at shock impact; hence,
the velocity inside the rarefaction is

uR = u′1 +
2

γ1 + 1

(x
t
− u′1 + c′1

)
. (A 3)

This solution is valid in the domain

(u′1 − c′1)t 6 x 6 (u′′1 − c′′1)t , (A 4)

which is illustrated by the gray region in Figure 3. The thermodynamic state inside the
rarefaction is:

ρR = ρ′1

[
1− (γ1 − 1)|uR − u′1|

2c′1

]2/(γ1−1)

, (A 5)

pR = p′1

[
1− (γ1 − 1)|uR − u′1|

2c′1

]2γ1/(γ1−1)

, (A 6)

cR = uR − x

t
. (A 7)

Applying the above equations to the terminus of the rarefaction leads to the following
relations for the sound speed behind the reflected wave:

c′′1 = c′1 −
γ1 − 1

2
(u′2 − u′1) = c′1(Πt/Πi)

(γ1−1)/(2γ1) = (γ1p
′
2/ρ

′′
1)

1/2 . (A 8)

Appendix B. Post-shock density field for a smooth interface

In order to determine ρ+ for a diffusive (continuous) interface, consider a differential
fluid element with pre-shock and post-shock volumes of dV − and dV +, respectively. If
the fluid element is initially located at (x, y, z) then the shock will move it to a new
location (xm, y, z), where xm(x, y, z) is a mapping to be determined. We can thus write
the post-shock density of the fluid parcel at its new location as

ρ+(xm, y, z) = ρ−(x, y, z)
dV −

dV +
. (B 1)

Now let the fluid element be filled with an arbitrary amount of either gas, such that
dV − = dV −

1 + dV −
2 , where dV −

1 and dV −
2 are the subvolumes of gases 1 and 2, respec-
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tively. The shock compresses these subvolumes such that:

dV +
1 =

ρ1
ρ′′1
dV −

1 , (B 2)

dV +
2 =

ρ2
ρ′2
dV −

2 ; (B 3)

hence, the total post-shock volume of the element is

dV + = dV +
1 + dV +

2 =

[
ρ1
ρ′′1

+

(
ρ2
ρ′2

− ρ1
ρ′′1

)
dV −

2

dV −

]
dV − . (B 4)

If the gases are initially in hydrostatic equilibrium then the pre-shock volume fraction of
gas 2 is

ξ− ≡ dV −
2

dV − =
ρ− − ρ1
ρ2 − ρ1

; (B 5)

hence, the post-shock density is

ρ+(xm, y, z) = ρ−(x, y, z)

[
ρ1
ρ′′1

+

(
ρ2
ρ′2

− ρ1
ρ′′1

)
ξ−(x, y, z)

]−1

. (B 6)

In order to determine xm, we write the pre-shock volume as dV − = dx dy dz and the
post-shock volume as dV + = dxm dy dz, such that

dxm =
dV +

dV − dx =

[
ρ1
ρ′′1

+

(
ρ2
ρ′2

− ρ1
ρ′′1

)
ξ−(x, y, z)

]
dx . (B 7)

Integrating (B 7) an arbitrary distance from the perturbed interface yields

xm(x, y, z) = η+(y, z) +

∫ x

η(y,z)

[
ρ1
ρ′′1

+

(
ρ2
ρ′2

− ρ1
ρ′′1

)
ξ−(x∗, y, z)

]
dx∗ , (B 8)

where η+ is given by (3.21). Equation (B 8) provides the location (in terms of x+) of
each density value computed from (B 6).
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